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▸ Massive star clusters 

▸ Demographic considerations 

▸ Feedback and regulation of star formation 

▸ Individual massive stars 

▸ Linking the cluster and stellar scales 

▸ Fragmentation 

▸ The upper mass limit



MASSIVE STAR CLUSTERS: DEMOGRAPHICS For no reason whatsoever, here is a 
baby wombat



MASSIVE STAR CLUSTERS: DEMOGRAPHIC CONSIDERATIONS

THE STAR CLUSTER MASS FUNCTION

▸ Cluster mass function is dN / dlogM ~ Mα with α ≈ −1 in all 
galaxies, probably due to turbulence (e.g., Dobbs+ 2017, Hopkins+ 2018) 

▸ On low mass end, power law continues to < 100 M⨀; possible high 
mass truncation
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MASSIVE STAR CLUSTERS: DEMOGRAPHIC CONSIDERATIONS

WHAT IS A MASSIVE STAR CLUSTER?

▸ For stellar masses drawn from a 
Chabrier or Kroupa IMF, only 
clusters with masses ≳ 3000 M⨀ 
likely to produce stars ≳ 60 M⨀ 

▸ Since feedback heavily depends 
on the most massive stars, this 
motivates a definition of massive 
cluster: one with mass ≳ 3000 M⨀  

▸ For observed CMF, ≳ 1/2 of star 
formation is in massive clusters



MASSIVE STAR CLUSTERS: DEMOGRAPHIC CONSIDERATIONS

STAR FORMATION EFFICIENCY

▸ Two types of star formation efficiency: 
▸ εff = fraction of mass turned into stars per free-fall time 
▸ ε★ = mass fraction turned into stars over full cloud 

lifetime 

▸ First type can be measured directly by comparing SF 
tracers to tracers of gas mass using several methods 

▸ Second type harder to measure; constrained to be ≲ 0.3 in 
most regions by the fact that most star clusters do not 
survive past ~10 Myr, indicating they were unbound



MASSIVE STAR CLUSTERS: DEMOGRAPHIC CONSIDERATIONS

CONSTRAINTS ON EFFICIENCY
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Compilation: Krumholz, McKee, 
& Bland-Hawthorn, ARAA 
2018, in prep 

Data: 
H+16 = Heyer+ 2016 
EHV14 = Evans+ 2014 
L+13 = Lada+ 2013 
O+17 = Ochsendorf+ 2017 
LMDM16 = Lee+ 2016 
VEH16 = Vutisalchavakul+ 
2016 
U+18 = Utomo+ 2018 
L+17 = Leroy+ 2017 
G+18 = Gallagher+ 2018 
S+16 = Stephens+ 2016 
U+15 = Usero+ 2015 
W+10 = Wu+ 2010 

HCN calibration: Onus+ 2018

Summary: εff ≈ 0.01, σεff ≈ 0.5 dex, 0.5 dex systematic error. 
No obvious variation with SF-region mass. 



MASSIVE STAR CLUSTERS: FEEDBACK For no reason whatsoever, here is a 
baby echidna



MASSIVE STAR CLUSTERS: FEEDBACK AND REGULATION

INVENTORY OF FEEDBACK MECHANISMS

▸ Feedback needed to explain low εff and ε★; these are NOT the same, 
and may not be explained by the same mechanism 
▸ εff mostly depends on inhibiting star formation (e.g., by turbulence) 
▸ ε★ mostly depends on ejecting mass 

▸ Mechanisms to think about: 
▸ Protostellar outflows 
▸ Photoionization  
▸ Direct radiation pressure 
▸ Dust-reprocessed IR radiation pressure 
▸ Massive star winds 
▸ Supernovae



MASSIVE STAR CLUSTERS: FEEDBACK AND REGULATION

OUTFLOWS

▸ Most likely to explain 
low εff: they start 
immediately, drive 
turbulence, and eject 
mass from cores 

▸ Need B fields to work 

▸ Modern simulations 
have εff ~ few percent 

▸ Outflows do not lower 
ε★ unless escape speed 
is ≲ few km s−1 

Federrath 2015



MASSIVE STAR CLUSTERS: FEEDBACK AND REGULATION

PHOTOIONIZATION
▸ Ionization heats gas to 104 K, producing pressure-driven wind 

▸ Able to limit ε★ to ~0.3 as long as vesc ≲ 10 km s−1

Kim, Kim, 
& Ostriker 
2018



MASSIVE STAR CLUSTERS: FEEDBACK AND REGULATION

DIRECT RADIATION PRESSURE

▸ Radiation force > gravitational 
force on any gas column with Σ 
< Σcrit = (L/M) / 4𝛑Gc ~ 300 M⨀ 
pc−2 (Fall+ 2010) 

▸ In a turbulent medium with a 
PDF of Σ’s, low Σ regions 
ejected even if mean Σ > Σcrit 
(Thompson & Krumholz 2016) 

▸ Net effect is to limit ε★ to ~50% 
for Σ ≲ 10 Σcrit

Wibking+ 2018



MASSIVE STAR CLUSTERS: FEEDBACK AND REGULATION

IR RADIATION PRESSURE

▸ If column is high enough, re-
radiated IR can be trapped 

▸ Force can be ≫ direct radiation 
force, ejecting gas in bulk 

▸ Ejection rate limited by 
radiation RT instability 

▸ Only happens if 𝛕 > 1 even for 
opacity at dust photosphere: 
needs Σ ≳ 105  M⨀ pc−2 

Davis, Jiang, Stone, & Murray 2014



MASSIVE STAR CLUSTERS: FEEDBACK AND REGULATION

MASSIVE STAR WINDS

▸ Key issue with winds is leakage: how 
much hot gas escapes without 
exerting significant forces? 

▸ Can measure directly by x-rays 

▸ Compare to other pressures: 
photoionized gas (from radio free-
free), direct radiation (from 
bolometric luminosity), IR radiation 
(from dust SED) 

▸ Winds not observed to be dominant

The Astrophysical Journal, 731:91 (15pp), 2011 April 20 Lopez et al.

Figure 2. Three-color image of 30 Doradus: MIPS 8 µm (red), Hα (green), and 0.5–8 keV X-rays (blue). White contours show the 12CO(1–0) emission (Johansson
et al. 1998) in the region. Both large- and small-scale structures are evident. north is up, east is left.

For the area outside the field of Parker (1993), we use the
UBV data of Selman & Melnick (2005). These observations
were taken with the Wide Field Imager on the MPG/ESO 2.2 m
telescope at La Silla, out to half a degree away from R136 with
0.′′238 pixel−1. Thus, the three data sets combined provide a full
coverage of 30 Doradus in the U, B, and V bands.

To illustrate the H ii region structure, we show the Hα
emission of 30 Doradus in Figure 2. This narrowband image
(at 6563 Å, with 30 Å full-width at half-maximum) was
taken with the University of Michigan/CTIO 61 cm Curtis
Schmidt Telescope at CTIO as part of the Magellanic Cloud
Emission Line Survey (Smith & MCELS Team 1998). The
total integration time was 600 s, and the reduced image has
a resolution of 2′′ pixel−1.

2.2. Infrared

Infrared images of 30 Doradus were obtained through the
Spitzer Space Telescope Legacy project Surveying the Agents of
Galaxy Evolution (Meixner et al. 2006) of the LMC. The survey
covered an area of ∼7 × 7 degrees of the LMC with the Infrared
Array Camera (IRAC; Fazio et al. 2004) and the Multiband
Imaging Photometer (MIPS; Rieke et al. 2004). Images were
taken in all bands of IRAC (3.6, 4.5, 5.8, and 7.9 µm) and
of MIPS (24, 70, and 160 µm) at two epochs in 2005. For
our analyses, we used the combined mosaics of both epochs
with 1.′′2 pixel−1 in the 3.6 and 7.9 µm IRAC images and
2.′′49 pixel−1 and 4.′′8 pixel−1 in the MIPS 24 µm and 70 µm
images, respectively.

2.3. Radio

30 Doradus was observed with the Australian Telescope Com-
pact Array (ATCA) as part of a 4.8 GHz and 8.64 GHz survey of

the LMC (Dickel et al. 2005). This program used two array con-
figurations that provided 19 antenna spacings, and these ATCA
observations were combined with the Parkes 64 m telescope
data of Haynes et al. (1991) to account for extended structure
missed by the interferometric observations. For our analyses,
we utilized the resulting ATCA+Parkes 8.64 GHz (3.5 cm) im-
age of 30 Doradus, which had a Gaussian beam of FWHM 22′′

and an average rms noise level of 0.5 mJy beam−1. We note
that higher resolution ATCA observations of 30 Doradus have
been taken by Lazendic et al. (2003), but we have opted to
use the ATCA+Parkes image of Dickel et al. (2005) as the lat-
ter is more sensitive to the low surface-brightness outskirts of
30 Doradus.

2.4. X-ray

30 Doradus was observed using the Chandra Advanced CCD
Imaging Spectrometer (ACIS) in 2006 January for ≈94 ks
total (ObsIDs 5906 [13 ks], 7263 [43 ks], and 7264 [38 ks];
PI: L. Townsley) in the timed-exposure VFaint mode. The
spatial resolution of the Chandra ACIS images is 0.′′492 pixel−1.
Data reduction and analysis was performed using the Chandra
Interactive Analysis of Observations (CIAO) Version 4.1. We
followed the CIAO data preparation thread to reprocess the
Level 2 X-ray data and merge the three observations together.
Figure 3 shows the resulting soft X-ray band (0.5–2.0 keV)
image following these analyses. Seventy-four point sources
were identified in the reprocessed images using the CIAO
command wavdetect (a source detection algorithm using wavelet
analysis; Freeman et al. 2002); we excluded the identified point
sources in our spectral analyses.

To produce a global X-ray spectrum of 30 Doradus, we ex-
tracted Chandra spectra using the CIAO command specextract.

3

30 Dor (Lopez+ 2011) 
Blue = x-ray, green = Ha, red = 8 μm 
Contours = CO
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Figure 10. Map of the hot gas electron density nX (in particles cm−3) across 30 Doradus. These values were obtained by modeling the Chandra X-ray spectra from
each region, which output the best-fit EM. We converted EM to nX using Equation (7).
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Figure 11. All pressures vs. radius from the center of R136. Regions with
similar radii (defined as radii within 10% fractionally of each other) are binned
to simplify the plot and make trends more readily apparent, and bars reflect
the 1σ standard deviations in the pressures at the given radii. Generally, Pdir
dominates at radii !75 pc and follows a Pdir ∝ r−2 relation (the blue solid
line), whereas PH ii dominates at larger distances from R136. PIR and PX do not
appear to contribute significantly.

consistent with our finding (see Section 5.1) that the X-ray gas
does not remain adiabatic and trapped inside the shell. Instead,
the hot gas is either leaking out or is mixing with cool gas and
suffering rapid radiative losses as a result. In either case, the
hot gas is likely to be flowing at a bulk speed comparable to
its sound speed, and thus it will not have time to reach pressure
equilibrium with the cooler gas that surrounds it before escaping
the H ii region. Alternatively, it may be that pressure balance is
established between the warm ionized gas and the ram pressure
of the hot gas, whereas we have only measured the thermal
pressure. This picture is consistent with the anticoincidence of
the warm and hot gas noted by previous X-ray work (e.g., Wang
1999; Townsley et al. 2006a).

In Figure 12, we give the maps of the four pressures across
30 Doradus for our 441 regions. Pdir has a smooth profile due
to its 1/r2 dependence, while PH ii is fairly uniform across
30 Doradus (as expected for a classical H ii region). Compared
to those components, PIR and PX have more variation through-
out the source. Additionally, all the maps have significant en-
hancements in the central regions near R136; in the cases of PIR
and PH ii, the elevated pressures correspond to the molecular
“ridge” in 30 Doradus (as seen in the CO contours in Figure 2).
Additionally, all except Pdir have greater pressures in the regions
near the SNR N157B (the bottom right of the maps).

We can utilize the obtained pressures to estimate the total
energy of each component. In particular, we measure the total
energy density u in a given radius bin of Figure 11 and
multiply by the volume of its shell (where we have set the
shell thickness to the difference of the upper and lower bound
radius of that bin). We convert pressures P to energy densities
u using the relations Pdir = udir, PIR = 1

3uIR, PH ii = 2
3uH ii,

and PX = 2
3uX. Using this approach, we find the following

total energies for each component: Edir = 5.1 × 1053 erg,
EIR = 1.7 × 1053 erg, EH ii = 2.8 × 1053 erg, and EX =
6.5×1052 erg. Therefore, the direct and dust-processed radiation
fields and the warm ionized gas contribute similarly to the
energetics of the region, and every component is !2 orders
of magnitude above the typical kinetic energy of a single SN
explosion.

5. DISCUSSION

5.1. Leakage of the Hot Gas

As mentioned previously, the X-ray emission in 30 Doradus
arises from the shock heating of gas to temperatures of ∼107 K
by stellar winds and SNe. These feedback processes eventually
carve out large cavities, called bubbles and superbubbles, filled
with diffuse X-ray emission. In Figure 11, we demonstrated that
the pressure associated with the hot gas PX is comparatively low
relative to the other pressure components. Here, we explore the
implications of this result in regard to the trapping/leakage of

9



MASSIVE STAR CLUSTERS: FEEDBACK AND REGULATION

SUPERNOVA FEEDBACK

▸ First SNe do not explode until ≳ 4 Myr after star formation 

▸ Dynamical time is 4 Myr for densities n ≈ 100 cm−3; at εff = 
1%, ε★ reaches 50% before first SN if n ≳ 3 x 105 cm−3 

▸ Thus SNe probably only important for SF regulation in low-
density regions 

▸ However, a significant fraction of stars may form in such 
regions, and this may ultimately be the reason that ε★ is 
limited to small values (Kruijssen 2012)
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MASSIVE STARS: LINKS TO THE CLUSTER SCALE For no reason whatsoever, here is a 
baby quokka



MASSIVE STARS: LINKS TO THE CLUSTER SCALE

THE CLUSTER-STELLAR LINK

▸ Calculations discussed so far assumed that feedback in 
massive clusters comes from a fully-sampled IMF 

▸ Is this necessarily the case? Is any star cluster with 
sufficient mass expected to be able to produce a massive 
star, or are there special conditions that a protocluster has 
to meet to make massive stars? 

▸ How is mass assembled from cluster scale to form a 
massive star? Fast or slow? Global collapse or slow 
accumulation?



MASSIVE STARS: LINKS TO THE CLUSTER SCALE

DOES CLUSTER MASS MATTER?

▸ Does cluster mass affect stellar 
mass, beyond size of sample effect? 

▸ Extragalactic studies with uniform 
selection, analysis strongly indicate 
no, but these rely on proxies like 
ionizing luminosity  

▸ Galactic studies less clear; results 
extremely sensitive to exact 
definition of cluster and means of 
sample selection, and systematic 
errors usually ignored

The Astrophysical Journal, 793:4 (8pp), 2014 September 20 Andrews et al.
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Figure 4. Histograms of LHα/Mcl from SLUG models for a fully sampled IMF (red) and a model truncated at 30 M⊙ (blue) for LHα/Mcl plotted against clusters from
M83 whose masses were determined from SLUG models with a maximum stellar mass of 120 M⊙ (top) and SB99 models with a maximum stellar mass of 30 M⊙
(bottom). In all cases, clusters with only measured Hα upper limits are given the 3σ limit of 6.6 × 1035 erg s−1 as the luminosity value. The left panels only include
the single best-fit mass. The right panels take each solution with a χ2 < 1 and gives it equal weighting, which in practice creates 53629 and 545 distinct entries for
SLUG (top) and SB99 (bottom), respectively.
(A color version of this figure is available in the online journal.)

low Mcl clusters exists even when we only allow our cluster
masses to be measured using models with a maximum stellar
mass of 30 M⊙ (bottom). This tail in M83 is not very different
from that reported for NGC 4214 in Andrews et al. (2013). This
result is striking in that it disagrees with a simple M(max)∗–Mcl
relation reported for young star clusters in the Milky Way
(Weidner et al. 2010, 2013). We should note that the star for-
mation rates in NGC 4214 and M83 bracket that of the Milky
Way, thus the disagreement is real. Ways to reconcile the differ-
ent results may require investigating the consequences of using
different methods to measure the cluster masses, and a careful
analysis of what uncertainties each method carries; for a dis-
cussion of the problems with measuring cluster masses in the
Milky Way see Krumholz (2014).

In a M(max)∗–Mcl relation, the summation of the total
ionizing flux from the small clusters divided by the total cluster
mass should be much lower than the ionizing flux from a single
large cluster divided by its mass and as cluster mass decreases
there is a deviation from the ratio of ionizing photons to mass
expected by a universal IMF (Figure 6, dashed-dotted line).

Whereas in an universal IMF scenario this summed ratio would
be consistent with that of a single large cluster. Of course a
universal IMF predicts as a whole clusters !500 M⊙ will mostly
produce low Hα luminosities. In fact, Villaverde et al. (2010)
estimates that only 20% of 100 M⊙ clusters will have stars large
enough to create an H ii region. There will be some low-mass
clusters that do produce a large ionizing continuum from the
odd star well over 20 M⊙ (case in point, Figure 5), so the effects
can be averaged out if the sample size is large enough. We have
therefore minimized both the observational uncertainties and
the stochastic effects by summing the LHα and masses of all of
the small clusters into one data point.

The data have been combined into three mass bins (see the
three shaded regions in Figure 6), each with a mean mass of
9.8 × 102 M⊙, 1.8 × 103 M⊙, and 2.8 × 104 M⊙. The error bars
have been calculated by adding in quadrature the individual mass
and luminosity uncertainties of each cluster fit. The expected
average LHα/Mcl from a solar metallicity SB99 model that is
fully populated up to 120 M⊙ has also been plotted in Figure 6.
The top dashed line is for the average model between 1–3 Myr,

6

The mmax-Mecl relation in NGC 4214 3

Figure 1. Panel A: The mass of the most-massive star (mmax) in an embedded cluster versus the stellar mass of the young dynamically
un-evolved ”embedded” cluster (Mecl). The filled dots are observations compiled by Weidner et al. (2013). The boxes are mm-observations
of massive pre-stellar star-forming regions in the MilkyWay (Johnston et al. 2009). The solid lines through the data points are the medians
expected for random sampling when using a fundamental upper mass limit, mmax∗, of 150M⊙ (lower grey solid line, red in the online
colour version) and mmax∗ = 300M⊙ (upper grey solid line, blue in the online colour version). The dash-dotted line is the expectation
value for random sampling derived from 106 Monte-Carlo realisations of star clusters. The change in slope at about Mecl = 100 M⊙ is
caused by the fact that only below the fundamental upper mass limit (mmax∗ ≈ 150 M⊙) it is possible to have clusters made of one star
alone. Above this limit, also for random sampling clusters have to have several stars at least. This changes the behaviour of the mean (for
details see Selman & Melnick 2008). The dashed grey (green in the online colour version) lines are the 1/6th and 5/6th quantiles which
would encompass 66% of the mmax data if they were randomly sampled from the canonical IMF (Fig. 6). The dotted black line shows
the prediction for a relation by Bonnell et al. (2003) from numerical models of relatively low-mass molecular clouds (! 10000 M⊙). The
thin long-dashed line marks the limit where a cluster is made out of one star. It is evident that random sampling of stars from the IMF
is not compatible with the distribution of the data. There is a lack of data above the solid lines and the scatter of the data is too small
despite the presence of significant observational uncertainties. The existence of a non-trivial, physical mmax-Mecl relation is implied.
Panel B: Like panel A but shown as large open circles are the mmax values from the modelling of NGC 4214 clusters by Andrews et al.
(2013). These values can not be directly compared with the direct measurements shown in panel A as they are the results of best-fits of
unresolved cluster photometry with models.

1000 and 10000, respectively, to arrive at similar clusters
as in row A of the Figure. The solid lines in row B of Fig. 2
refer to constrained sampling without any limits while the
dotted lines use the mmax-Mecl relation as a truncation
limit for the most-massive star for a given cluster mass
(ie., a star is discarded if its mass lies above mmax for the
respective pre-defined Mecl value). Because the mmax-Mecl

relation deviates stronger from the expectations of random
sampling for larger Mecl, the dotted and solid lines diverge
more for larger Mecl as well. In Fig. 3 the distribution of the
mmax values from constrained sampling are plotted with
short-dashed (blue) lines, while for constrained sampling
with the mmax-Mecl relation as the truncation limit, dotted
(red) lines are used. Note that introducing a truncation
limit for constrained sampling changes the distribution
of number of stars per cluster and the distribution of
the mmax values significantly especially for more massive
clusters. As for constrained sampling the aim is to fit the
target Mecl as well as possible, stars sampled from the IMF

are discarded and therefore the IMF is changed in this
process and using a truncation limit amplifies this effect.
Hence, constrained sampling should not be confused with

random sampling.

• Sorted sampling (Weidner & Kroupa 2006)
Sorted sampling is more complex. Here, the given Mecl is
divided by the mean mass, m, of the input IMF1. This
results in an expected number of stars, Nexpect, for that
cluster with the input IMF. This Nexpect is then randomly
taken from the IMF and sorted by mass. Starting from
the lowest mass star the stellar masses are added and
compared with Mecl. If the sum is larger than Mecl massive
stars are removed until the sum is within 10% of Mecl.
However, if the sum is smaller than Mecl, the difference
between Mecl and the sum is calculated and this difference

1 The canonical IMF, for example, has m ≈ 0.55M⊙ between 0.08
and 150M⊙.

c⃝ 2014 RAS, MNRAS 000, 1–13

Top: Andrews, 
Calzetti, + 2014 

Right: Weidner, 
Kroupa, & 
Pflamm-
Altenburg  2014

Gray = obs. 
Red = random model 
Blue = Mmax(Mc) model



MASSIVE STARS: LINKS TO THE CLUSTER SCALE

DOES SURFACE DENSITY MATTER?

▸ High Σ regions more likely 
to show signs of massive 
star formation (e.g., Kauffmann & 
Pillai 2010, Lopez-Sepulcre+ 2010) 

▸ IR-dark high Σ regions  
more likely to be close to 
monolithic when imaged 
with an interferometer (e.g., 
Csengeri+ 2017) 

▸ Difficult to define scale on 
which Σ should be 
measured Figure 13

Surface density versus mass diagram of the most massive IR-quiet clumps of our Galaxy (cyan
circles), which generally fragment into single dominating MDCs (pink circles) (Csengeri et al.
2014, 2017). These clumps and MDCs should be able to form high-mass stars, according to their
location above, e.g., the empirical threshold by Kau↵mann & Pillai (2010) (red dashed line). In
average, the most massive ATLASGAL clumps and hosted MDCs are as dense as Cygnus X MDCs
and protostars (yellow markers above the red dashed line, Motte et al. 2007; Bontemps et al.
2010b) and the W43-MM1 clump and MDC (red circles, Motte, Schilke & Lis 2003; Louvet et al.
2014). In contrast, they are much denser than IRDC clumps (green and blue triangles, Rathborne,
Jackson & Simon 2006; Traficante et al. 2015) and clumps of the whole ATLASGAL sample
(black crosses, Csengeri et al. 2014). Three grids of dotted lines represent gas mass concentration
at constant sizes, constant densities (or free-fall times), and constant escape velocities (Tan et al.
2014). The mass concentration in the 35 most massive IR-quiet clumps of ATLASGAL, which are
located at less than 4.5 kpc, generally is consistent with the M(< r) / r relation, parallel to
constant escape velocity lines. It recalls gravity-dominated cloud structures with ⇢(r) / r�2

densities (see also Figure 7) and clearly departs from the Larson’s law, emphasized here with
large arrows linking GMCs/cloud complexes, molecular clouds, and dense cores (large shaded
ellipses, Bergin & Tafalla 2007). Adapted from Csengeri et al. (2017) with permission.

www.annualreviews.org • High-mass star and massive cluster formation in the Milky Way 35

Motte, Bontemps, & Louvet 2018



MASSIVE STARS: LINKS TO THE CLUSTER SCALE

MASS ASSEMBLY

▸ Timescales can be constrained by relative numbers of 
objects in different observed states 

▸ Searches for “starless, massive cores” (defined as M ≳ 100 
M⨀, n ≳ 106 cm−3, IR-dark) show few candidates; inferred 
duration of this phase ≲ 105 yr, comparable to tff 

▸ This implies massive protostellar cores must begin star 
formation as they are assembled, rather than being 
assembled first (Motte, Bontemps, & Louvet 2018)



MASSIVE STARS: LINKS TO THE CLUSTER SCALE

MASS ASSEMBLY II
▸ Inflow rates on larger scales imply lifetimes > tff 

▸ E.g. SDSC335 has dM/dt ≈ 2 x 10−3 M⨀ yr−1, M  ≈ 2600 M⨀, r ≈ 0.6 pc, 
so tacc = M / (dM/dt) ≈ 1 Myr and tff ≈ 0.1 Myr, so tacc / tff ≈ 10 (Tan+ 2014) 

▸ Suggested picture: massive core collapse begins immediately, and core 
is fed while collapsing, but is itself quasi-virialized (e.g., Lee & Hennebelle 2016)

N. Peretto et al.: Global collapse of the SDC335 massive star forming cloud
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F6 
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c 

Fig. 4. (a) Same as in Fig. 1a; (b) ALMA-only image of the N2H+(1-0) integrated intensity over the 7 hyperfine structure components. The
rms noise on the resulting map is ⇠ 6 mJy/beam km/s. The contours go from 0.1 to 1.5 in steps of 0.7 Jy/beam km/s and 1.5 to 9 in steps of
1.5 Jy/beam km/s. The crosses mark the positions of the two dense cores. The ALMA beam is represented as a yellow elliptical symbol in the
bottom-right corner of the image. We can see the excellent match between the Spitzer dust extinction of the filaments and the N2H+(1-0) emission;
(c) ALMA N2H+(1-0) velocity field using the first order moment map. The crosses mark the positions of the cores and the contours are the same
as in the (b) panel.

4.2. Mopra HCO+(1-0) self-absorbed lines

HCO+ is a well-known tracer of dense gas in molecular clouds.
In these regions, HCO+(1-0) can be optically thick, in which
case the line shape can provide information of the global motions
of the gas along the line of sight (e.g. Fuller et al. 2005; Smith
et al. 2012). The HCO+(1-0) observations towards SDC335
(Fig. 3) show blue-shifted self-absorbed spectra in the bulk of
the cloud. Such line profiles are expected for an optically thick
tracer of idealized collapsing clouds in which the excitation tem-
perature is rising towards the centre. What is important to note
here is the extent (over at least 12 independent Mopra beams)
over which this spectral signature is observed, and the absence
of any other line asymmetry. For expanding motions we would
expect red-shifted self-absorbed spectra, while in the case of ro-
tation blue-shifted and red-shifted spectra on either side of the
rotation axis should be produced. Therefore these HCO+(1-0)
observations towards SDC335 already rule out the possibility of
a rotating or expanding cloud, and strongly suggest that SDC335
is collapsing.

SDC335 is well enough characterised that we can estimate
the HCO+ abundance using the 1D non-LTE RADEX radia-
tive transfer code (van der Tak et al. 2007). This code predicts
line intensities based on a set of input parameters for which we
have strong constraints: the kinetic temperature (20 ± 5 K, esti-
mated from Herschel data), the cosmic background temperature
(2.73 K), the central H2 density averaged over the Mopra beam
(6 ± 1 ⇥ 104 cm�3, estimated from the column density map pre-
sented in Fig. 1), and the velocity dispersion (1.3 ± 0.3 km/s;
cf Sect. 5.4). Then we iterate on the last input parameter, i.e.
the molecule column density, to match the model line intensities
with the observed line temperature, i.e. T peak

HCO+ = 6.4(±0.2) K on
the Tmb scale. Doing so, we obtain NHCO+ = 6+7

�3 ⇥ 1013 cm�2,
corresponding to an abundance XHCO+ = 7+8

�4 ⇥10�10. The corre-
sponding excitation temperature is Tex = 10.4+1.2

�0.7 K, confirming
that HCO+(1-0) is not thermalised. Using the same set of param-
eters, we performed the same exercise for the central H13CO+(1-

0) line (se Fig. B.1), which has T peak
H13CO+ = 1.2(±0.2) K on the

Tmb scale. For this line we obtain NH13CO+ = 4+3
�2 ⇥ 1012 cm�2,

corresponding to an abundance XH13CO+ = 5+3
�3 ⇥ 10�11. The cor-

responding excitation temperature is Tex = 6.5+2.7
�1.2 K. Therefore,

as for HCO+(1-0), H13CO+(1-0) is not thermalised. Note that
the lower excitation temperature of H13CO+(1-0) is most likely
due to a lower beam-filling factor. Another important point is
that given the abundances we calculated for both molecules, we
obtain an abundance ratio 15  [HCO+]/[H13CO+]  20. The
[12C]/[13C] ratio is known to increase as a function of the galac-
tocentric radius, and at the galactocentric distance of SDC335
(i.e. ⇠ 5 kpc) the predicted [12C]/[13C] is around 30 (Langer &
Penzias 1993; Savage et al. 2002). The value we find is about
half this value, which, considering the uncertainties on these
kinds of measurements, is in reasonable agreement. We use the
latter value of the fractional abundance for the radiative mod-
elling presented in Sect. 5.3.

4.3. ALMA N2H+(1-0) cloud velocity field

Figure 4b shows the ALMA N2H+(1-0) integrated-intensity map
of SDC335. The visual comparison with the Spitzer image of
SDC335 demonstrates how e�cient this molecule is in tracing
the network of pc-long filaments seen in dust extinction. This
justifies our choice of using this line to trace the filaments kine-
matics. On the other hand, we can also see that N2H+ is a poor
tracer of the cores, where the central heating may have partly
removed it from the gas phase (Zinchenko et al. 2009; Busquet
et al. 2011).

Figures 4c and 5 show that SDC335 velocity field is ho-
mogeneous in each filament, with distinct velocities from fila-
ment to filament (e.g. < VF1 >= �47.4 ± 0.1 km/s; < VF3 >=
�45.8 ± 0.2 km/s). It becomes more complex towards the centre
of the cloud. In Fig. 5 we see that two separate velocity com-
ponents are present close to MM2, while the broad asymmet-
ric line profiles around MM1 suggest their blending, consistent

Article number, page 5 of 10
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MASSIVE STARS: FRAGMENTATION For no reason whatsoever, here are 
baby platypuses



MASSIVE STARS: FRAGMENTATION

ISOTHERMAL FRAGMENTATION

▸ Jeans mass MJ ~ ρ−1/2, so as 
collapse occurs, mass that is able 
to fragment goes to zero 

▸ Numerical experiments show that 
this produces fragmentation to 
infinitely small scales 

▸ To form a massive star, the 
fragmentation cascade must be 
halted 

▸ Likely agent: radiative feedback

4 Guszejnov, Hopkins, Grudić, Krumholz & Federrath

∆m/Mcloud=7x10-9

α=0.12
=1

=1
α=1.2
∆m/Mcloud=7x10-9

Figure 1. Typical density maps for isothermal fragmentation (left) and homologous collapse (right). On each figure the colormap is
stretched over a 2 dex interval. In the fragmenting case (left) shocks from supersonic infall create dense, filamentary structures with high
density “beads” embedded in them. Many of these structures are self-gravitating and undergo gravitational collapse, either forming sink
particles or further fragmenting into even smaller objects. In case of homologous collapse there is only a single high density region at the
centre of the cloud, which accretes most of the gas.

As Fig. 3 shows, there is no clear boundary in either
the virial parameter ↵ or the Mach number M between the
two regimes. Instead it is the infall Mach number M

infall

that determines the mode of collapse7. The transition be-
tween homologous collapse and fragmentation occurs around
M

infall

⇡ 3 (see Fig. 4). This boundary roughly corresponds
to the point where the characteristic velocity of the infalling
material becomes supersonic (this value is >1 because only
a fraction of the potential energy is transferred to infall mo-
tion, contrary to Eq. 5). This leads to shocks which in turn
lead to the formation of high density subregions that are
self-gravitating and collapse on their own, causing the frag-
mentation of the cloud.

E↵ect of Resolution on the Mass Distribution

In the numerical study of isothermal turbulence the dynamic
range (resolution) of the simulation plays an important role.
If the dynamic range is too small, a multitude of phenomena
might not manifest and the results are obscured by artificial
edge e↵ects. Since we are primarily interested in the spec-
trum of self-gravitating objects, let us consider the mass
of the smallest resolvable self-gravitating object (�m) in a
generic simulation of isothermal fragmentation with N par-
ticles/grid points. We find that

7 Note that the number of initial Jeans and sonic masses as well as
the thermal virial parameter are equally good predictors, because
they are all simple functions of M

infall

, see Sec. 2.1 for how they
relate.

• for schemes that follow approximately uniform mass

resolution (Lagrangian schemes like MFM, SPH, moving
mesh methods, and AMR set to ensure equal mass per cell):
�m/M

cloud

⇠ N

�1, trivially.
• for schemes that follow approximately uniform spa-

tial resolution (e.g. uniform Eulerian grids or Lagrangian
schemes where the minimum force softening is too large):
since there is a spatial resolution �x the smallest resolvable

structure has a mass of �m ⇠ M

Jeans

(�x) ⇠ c

3

s

G⇢
max

. Using

�m ⇠ ⇢
max

�x

3 we get �m/M

cloud

⇠ c

2

s

GM

cloud

�x / N

�1/3.

This shows that schemes with uniform mass elements (like
the Meshless-Finite-Mass scheme we are using) are (as ex-
pected by design) inherently superior at resolving mass dis-
tributions in Jeans-like collapse for a given number of res-
olution elements because their low-mass cut-o↵ scales as
N

�1 compared to the N

�1/3 for uniform spatial resolution
schemes (see Table 1 for specifics), provided they use no
minimum softening but allow structures to get as dense as
needed to reach the Truelove criterion.

Fig. 5 shows that the mass distribution in the fragment-
ing case is close to a power-law with a low-mass cut-o↵ set
by the mass resolution of the simulation8. In the homologous

8 Note that the highest resolution run (�m/M
cloud

= 7 ⇥ 10

�9)
was not run until completion due to the CPU cost that arises
from modelling tightly bound binaries. At this point the system
has turned only about 20% of its mass into sink particles, so
we expect the IMF to evolve (e.g. accretion should make it less
bottom heavy), but the low-mass cut-o↵ is already established.
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Figure 5. The mass distribution of sink particles (IMF) in a fragmenting cloud (Left: ↵ = 0.12, M = 1, Right: ↵ = 1.2, M = 1) for
di↵erent mass resolutions. The dashed lines mark mass scales from initial conditions (sonic mass M

sonic

and Jeans mass M

Jeans

). For
clarity the delta-function-like peaks around unit relative mass were removed from the right figure (see Fig. 2 for an example). Lower
resolution runs are not included in the right figure as they only produced a single sink particle at unit relative mass. It is clear that the
peak of the distribution is set by the resolution parameter �m/M

cloud

, initial conditions imprint no scales into the final result. This means
that for the infinitely well-resolved case we would get an infinite fragmentation cascade.

final objects develops a power-law behaviour at low-masses,
close to dN/dM / M

�2, in agreement with theoretical expec-
tations (e.g. Elmegreen 1997; Padoan et al. 1997; Hennebelle
& Chabrier 2008; Bonnell et al. 2007). Note that in the case
of homologous collapse most of the mass is actually in sev-
eral massive fragments that lie outside this power-law regime
but the remaining mass which does not end up in the “pri-
mary” scale sinks forms a power-law distribution, with no
lower limit down to the resolution scale.

We conducted a resolution study to examine whether
the low-mass cut-o↵ of the power-law in the mass distri-
bution is determined by the initial conditions of the cloud
(e.g. its virial parameter or initial turbulent properties) or
by mass resolution. We found that there is no convergence in
the low-mass spectrum that appears in either mode of col-
lapse. In other words: the fragmentation goes well below the
initial Jeans mass, down to the mass resolution. This agrees
well with several studies (e.g. Martel et al. 2006; Kratter
et al. 2010; Lee & Hennebelle 2017; Federrath et al. 2017b).
However, these results along with ours do appear to contra-
dict some studies in the literature. We believe the discrep-
ancy is explained by di↵erent simulation methods and the
much wider dynamic range probed in this study.

It is a common argument that subsonic structures do
not fragment, so the population of such structures (e.g. cores
in star formation), whose characteristic mass is set by the
large-scale turbulent properties (e.g. sonic mass, see Hen-
nebelle & Chabrier 2008; Hopkins 2012b), influence the final
mass distribution. This is not the case as these structures
form in a larger, supersonic cloud that forms supersonic sub-
structures as well. These substructures have di↵erent turbu-
lent properties so they spawn a population of subsonic frag-
ments di↵erent from their parent. In the end this cascade
washes out any e↵ects the initial conditions might have over
the low-mass end of the mass spectrum.

We find that once the fragmentation cascade starts, it

proceeds to infinitely small scales. Initial properties (e.g.
virial parameter, turbulent Mach number, Jeans mass, tur-
bulent driving) have no e↵ect on this result, but they may
influence the details of the resulting mass distribution (e.g.
how close the peak is to the mass resolution). Note that our
results only apply to collapsing isothermal gas, additional
physics would imprint additional scales, allowing these pa-
rameters to exert greater influence on structure formation.

Our results show that an isothermal fragmentation cas-
cade has to be terminated by additional physics (e.g. break-
down of scale-free assumption at high densities); the ini-
tial conditions (e.g. sonic mass) imprint no mass scale in
the final mass distribution. This means that star formation
models that tie the IMF peak to initial turbulent properties
(e.g. Hennebelle & Chabrier 2008; Hopkins 2012a) need to
be modified.

More broadly, these results provide insight into the
physical character of isothermal gravito-turbulent fragmen-
tation: it is a self-sustaining process, able to continuously
generate enough power in the density field on the smallest
scales to drive further fragmentation. The requisite energy to
drive these small-scale density perturbations must be pro-
duced by local gravitational collapse, in a manner that is
decoupled from energy injection at larger scales. This is a
very di↵erent picture from the classical Kolmogorov energy
cascade, in which all kinetic energy originates at large scales
and cascades to small scales, with none generated at interme-
diate scales. Hence self-gravity alters isothermal turbulence
in a fundamental way. It follows that any model of the ISM
based upon the properties of non-self-gravitating isothermal
turbulence will fail to describe the internal dynamics of the
self-gravitating objects that form.
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MASSIVE STARS: FRAGMENTATION

OBSERVATIONAL EVIDENCE

▸ Observations of temperature 
structure around massive 
protostars shows warm gas 

▸ Observed heating sufficient to 
suppress fragmentation on >1000 
AU scales 

▸ Supports the idea that radiative 
feedback is key to allowing 
massive star formation

12 Ginsburg et al

(a) (b)

Figure 6. Methanol temperature and column density maps around e2. The maps are 500 ⇥ 500 (2.7⇥ 104 ⇥ 2.7⇥ 104 AU). The
central regions around the cores appear to have lower column densities because the lines become optically thick and self-absorbed.
The contour in the temperature map is at 350 K, where red meat is typically considered “well-done”.

means we have ignored the line profile entirely and in
some cases underestimated the intensity of the optically
thick lower-J lines: in the regions of highest column, the
column is underestimated and the temperature is over-
estimated, as can be seen in Figure 8.
A few features illustrate the e↵ects of thermal radia-

tive feedback on the gas. The temperature jump starting
inward of r ⇠ 1.500 (8100 AU; Figure 11b) is substantial,
though the 100-200 K floor at greater radii is likely artifi-
cial5. There is an abundance enhancement at the inner
radii, but in the plot it appears to be a radial bump
rather than a pure increase. The abundance enhance-
ment is probably real, and is a factor of ⇠ 5�10⇥. The
inner abundance dip is caused by two coincident e↵ects:
first, the CH3OH column becomes underestimated be-
cause the low-J CH3OH is self -absorbed, and second,
the dust becomes optically thick, blocking additional
CH3OH emission, though this latter e↵ect is somewhat
self-regulating since it also decreases the inferred dust
column (the denominator in the abundance expression).

3.5. Radial mass profiles around the most massive
cores

5The low-J transitions have significant optical depth across the
whole region, but in the inner part of the core, the temperature
measurement is dominated by the high-J transitions, which give
a long energy baseline for the fit. In the core exterior, the high-
J lines are not detected, so the (possibly optically thick) low-J
lines determine the temperature fit, which results in much lower
accuracy and greater potential bias.

In Figure 12, we show the radial mass profiles ex-
tracted from the three high-mass protostellar cores in
W51: W51 North, W51 e2e, and W51 e8. The plot
shows the enclosed mass out to ⇠ 100 (5400 AU). On
larger spatial scales, the enclosed mass rises more shal-
lowly, indicating the end of the core.
All three sources show similar radial profiles. Figure

12b shows M(< R) using Tdust = TCH3OH, which is a
reasonable approximation of the mass profile (though it
is likely a lower limit on the mass; see §3.4). Assuming
Tdust = 40 K, approximately the hottest measured dust
temperature in the region from Herschel SED fits, gives
a mass upper limit in each core that is up to 3000 M�
within a compact radius of 5400 AU (0.03 pc). If the
observed dust were all at 600 K instead of 40 K, the
mass would be 17⇥ lower, ⇠ 100 � 200 M�, which we
treat as a strict lower bound as it is unlikely that the
dust at more than r & 1000 AU from the central heating
source is so warm.

3.6. Gas kinematics around the most massive cores

The gas motion around the massive cores is traced
consistently by many species. CH3OH has some of the
brightest and most isolated (i.e., not confused with other
species) lines, so we show the kinematic structure of two
moderately excited CH3OH lines for the e2e MYSO core
in Figure 13 (similar plots for e8 and North are showin
in the Appendix, figures 29 and 30).
There are two notable common features in these maps.

First, there is no clear sign of systematic motion, par-
ticularly rotation, in any of them. Second, they have

24 Ginsburg et al
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Figure 17. The azimuthally averaged Jeans mass surrounding the three most massive cores. We used the CH3OH temperature
from 3.4, Figure 12b in both the Jeans mass calculation and the dust-based mass determination. The density used for the mass
calculation is assumed to be distributed over spherical shells. The dashed lines show the measured mean mass per ⇠ 1000 AU
beam at each radius. Since these masses are lower than the local Jeans mass, the gas is stable against fragmentation. The high
variation seen at small radii (below 0.200, shaded area) is due to sub-resolution noise. In (b), the horizontal dotted line shows
the beam scale. Above this line, gas within a single beam is stable against Jeans fragmentation.

their own surrounding cores as suggested in the ‘en-
forced isolation’ scenario above, they may have com-
pletely changed the conditions of the parent cloud. If
we assume they reached the main sequence before con-
suming all of the material they heated, and we assume
that they decoupled from the gas and stopped accreting
soon after reaching the main sequence, they must have
left a substantial amount of much warmer gas behind.
Assuming that the thermal fragmentation scale is rele-
vant for determining the mass of new stars, the second
generation would form from warmer material and would
therefore be higher mass than the first.
This toy model is analogous to the “cooperative ac-

cretion” mode suggested by Zinnecker & Yorke (2007),
but at a much earlier stage in the cluster development
when the gas is still molecular and dusty and therefore
capable of e�cient cooling. In the ionized cooperative
accretion scenario, the most massive star in a forming
cluster will accrete the most material because its poten-
tial well is deepest, and that star will continue to grow
until it reaches a pseudo-Eddington limit in which its
own radiation produces a pressure that reduces its ef-
fective potential, halting or reducing accretion. At that
point, the second most massive star will dominate the
accretion, and so on until the gas is all gone. Since
we observe no direct evidence for ionized accretion in
W51 (Section 4.2), the ionized version of the coopera-

tive model is not likely to be significant in this particular
region.
The molecular cooperative accretion model is also sim-

ilar to the results of Krumholz et al. (2011), in which
radiative heating drove up the peak of the IMF. In
this case, though, we suggest that the a↵ected region
is smaller (not the whole cloud). Over the small heated
region, the IMF is driven to be more top-heavy than
in the initial cooler cloud, permitting the formation of
more massive stars.
In this scenario, the highest mass stars (probably

“very massive stars”, M & 50 M�) would preferentially
form within dense, clustered environments, since sup-
pressed fragmentation would allow the buildup of more
mass. The first generation of stars forming from ‘pri-
mordial’ gas would come from a slightly di↵erent mass
function than subsequent stars. The process would con-
tinue pushing the IMF higher until the gas is either ex-
hausted (Kruijssen et al. 2012; Ginsburg et al. 2016a) or
expelled.
Our observations are consistent with this model given

that the stars are able to dynamically decouple from
the gas. If the previous generation were responsible for
substantial gas heating, we might expect to see warm
gas surrounding the HCH ii regions. Instead, we see
these stars barely interacting with the dense gas. It
is possible, though, that these stars are only e↵ective
at dense gas heating before they ignite Lyman contin-

1” ≈ 5000 AU
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MASSIVE STARS: FRAGMENTATION

DEPENDENCE ON Σ AND Z
▸ Radiation coupled to gas by dust, 

so metallicity might matter 

▸ Turns out it doesn’t, because at Σ 
~ 1 g cm−2, even opacity 1% of 
Milky Way is sufficient to render 
gas optically thick to stellar 
photons 

▸ However, Σ needs to be high 
enough to trap the radiation 
▸ For no B fields, “high enough” 

is Σ ~ 1 g cm−2 (Krumholz & McKee 
2008) 

▸ Value with B fields unknown

Bate 2014
Dependence of stellar properties on opacity 291

Figure 2. The global evolution of column density for each of the radiation hydrodynamical calculations from time t = 0.90 to 1.20tff. From top to bottom,
the rows show the evolution of the calculations with opacities corresponding to metallicities of 1/100, 1/10, 1, and 3 times solar, respectively. Shocks lead to
the dissipation of the turbulent energy that initially supports the cloud, allowing parts of the cloud to collapse. By t = 1.10tff, each calculation has produced
several main sub-clusters. Each panel is 0.4 pc (82, 500 au) across. Time is given in units of the initial free-fall time, tff = 1.90 × 105 yr. The panels show the
logarithm of column density, N, through the cloud, with the scale covering −1.4 < log N < 1.0 with N measured in g cm−2. White dots represent the stars and
brown dwarfs.

calculation seems to have two ‘bursts’ where it forms a lot of objects
at t ≈ 1tff and again near the end of the calculation. The latter burst is
partially responsible for the lower median and mean stellar masses
– at t = 1.18tff, the median and mean masses for the Z = 0.01 Z⊙
calculation are 0.20 and 0.44 M⊙, respectively.

Finally, we note that in each of the new calculations some stel-
lar mergers occurred. The Z = 0.01 Z⊙ calculation had 21 stellar
mergers (i.e. ≈10 per cent of the stars), the Z = 0.1 Z⊙ calculation
had seven stellar mergers, and the Z = 3 Z⊙ calculation had only
two stellar mergers. No mergers occurred in the solar metallicity
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Figure 3. The global evolution of gas temperature for each of the radiation hydrodynamical calculations from time t = 0.90 to 1.20tff. From top to bottom,
the rows show the evolution of the calculations with opacities corresponding to metallicities of 1/100, 1/10, 1, and 3 times solar, respectively. At early times,
the gas in the shocks is hotter with lower opacities as the dust cooling is inefficient. At later times, the higher opacity, more optically thick clouds are
heated more strongly by the thermal feedback from the protostars. Each panel is 0.4 pc (82 500 au) across. Time is given in units of the initial free-fall time,
tff = 1.90 × 105 yr. The panels show the logarithm of mass weighted gas temperature, Tg, through the cloud, with the scale covering 9−100 K. White dots
represent the stars and brown dwarfs.

calculation, but this calculation had a slightly smaller merger radius
(2 R⊙ rather than 3 R⊙). Examining the records of the sink parti-
cle trajectories from the solar metallicity calculation, if the larger
merger radius was used one merger would have occurred. Thus,
we find that stellar mergers occur more frequently with decreas-

ing opacity. The reason for the opacity dependence of the numbers
of mergers will be discussed in Section 5. In Fig. 5, we plot the
masses and times involved in the stellar mergers. There is no appar-
ent dependence of the frequency of mergers on stellar mass – sink
particles with masses ranging from 12 Jupiter masses to 2.2 M⊙
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Figure 6. Histograms giving the initial mass functions of the stars and brown dwarfs produce by the four radiation hydrodynamical calculations, each at
t = 1.20tff. The double hatched histograms are used to denote those objects that have stopped accreting (defined as accreting at a rate of less than 10−7 M⊙ yr−1),
while those objects that are still accreting are plotted using single hatching. Each of the mass functions is in good agreement with the Chabrier (2005) fit to
the observed IMF for individual objects. Two other parameterizations of the IMF are also plotted: Salpeter (1955) and Kroupa (2001). Despite the opacity
varying by a factor of up to 300 between the calculations, the IMFs are indistinguishable, though we note that there is a potential excess of brown dwarfs for
the calculation with the lowest opacity (Z = 0.01 Z⊙).

from each other. The two most different mass functions are those
from the Z = 0.01 Z⊙ and Z = 0.1 Z⊙ calculations, but even these
have a 1.2 per cent probability of being drawn from the same under-
lying distribution (i.e. they only differ at the level of approximately
2.5σ ). Each of the four mass functions are also indistinguishable
from the Chabrier (2005) IMF.

Note that, in fact, the calculations produce protostellar mass func-
tions (PMFs) rather than IMFs (Fletcher & Stahler 1994a,b; McKee
& Offner 2010) because some of the objects are still accreting when
the calculation is stopped. In this paper, we refer to each mass
function as an ‘IMF’ because we compare it to the observed IMF
since the PMF cannot yet be determined observationally. However,
it should be noted that how a PMF transforms into the IMF depends
on the accretion history of the protostars and how the star formation
process is terminated. Bate (2012) found that the distribution of
stellar masses in the solar-metallicity calculation evolved such that,
no matter when the distribution was examined, it was always con-
sistent with being drawn from a constant underlying mass function.
Within the statistical uncertainties, the median stellar mass and the
overall shape of the distribution did not change with time. The same
is also true of the three new calculations presented here. Therefore,
in stopping the calculations at t = 1.20tff, we do not seem to have
stopped at a special point in the evolution of the clusters. Rather,
at any given time, the IMFs are always ‘fully formed’, even though
the number of stars and the maximum stellar mass both increase
with time.

3.3 Multiplicity as a function of primary mass

The formation of multiple systems in a radiation hydrodynamical
calculation and the evolution of their properties (e.g. separations)
during their formation was discussed in some detail by Bate (2012)
and will not be repeated here. As mentioned above, in this paper,
our primary purpose is to investigate the dependence of the resulting
statistical properties of stars and brown dwarfs on opacity.

As in Bate (2009a) and Bate (2012), to quantify the fraction of
stars and brown dwarfs that are in multiple systems, we use the
multiplicity fraction, mf, defined as a function of stellar mass. We
define this as

mf = B + T + Q

S + B + T + Q
, (4)

where S is the number of single stars within a given mass range
and, B, T, and Q are the numbers of binary, triple, and quadruple
systems, respectively, for which the primary has a mass in the same
mass range. This measure of multiplicity is relatively insensitive to
both observational incompleteness (e.g. if a binary is found to be
a triple it is unchanged) and further dynamical evolution (e.g. if an
unstable quadruple system decays the numerator only changes if it
decays into two binaries) (Hubber & Whitworth 2005; Bate 2009a).

The method we use for identifying multiple systems is the same
as that used by Bate (2009a) and Bate (2012), and a full description
of the algorithm is given in the former paper. When analysing the
simulations, some subtleties arise. For example, many ‘binaries’ are
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MASSIVE STARS: THE UPPER LIMIT

LIMITING STELLAR MASSES: WINDS AND PHOTOIONIZATION

▸ Photoionization feedback mostly ineffective because    
dM/dt ~ 10−4 sufficient to keep ionized region trapped 
near star (Walmsley 1995, Keto+ 2002, 2003, 2007) 

▸ Main sequence winds can only become important at 
masses above ~40 M⨀ — otherwise star is bloated and has 
Teff too low to drive wind 

▸ Winds conceivably important after that, but only if they 
become trapped; otherwise too little momentum



MASSIVE STARS: THE UPPER LIMIT

LIMITING STELLAR MASSES: RADIATION PRESSURE

▸ Near massive star, radiation creates a dust-free zone with 
low opacity (except perhaps in the disk) 

▸ UV radiation free-streams outward, delivers Δp = L/c at 
dust destruction front 

▸ IR diffuses out from DDF 

▸ Accretion must overcome 
  both UV and IR forces

Simulation of Radiative Feedback 3

UV IR

Dust-free region 
r ~ 50 - 500 AU

IR-dominated region 
r ~ 0.1 - 1 pc

Absorption zone 
~0.1 AU thick

Figure 1. Schematic diagram of the temperature and opacity structure of a
dusty accretion flow. A central source (yellow circle) creates a dust-free re-
gion for tens to hundreds of AU around itself, depending on its luminosity.
Ultraviolet stellar photons free-stream through this region, before eventu-
ally being absorbed in a very thin shell of dust. In this shell the photons
are down-converted to IR, and then they diffuse outward through the dust
envelope, before finally diffusing far enough in either radius or frequency
to escape.

by these sources are relatively small, 
F

. 1 cm2 g�1, and thus
the region where they dominate is generally optically thin.

As one moves away from the radiation source, the radiation
field becomes less intense due to geometric dilution, and at some
critical radius dust grains are able to survive. Because the stellar
spectrum carries most of its power at wavelengths smaller than
the typical grain size, the interaction between the starlight and the
grains is close to the limit of geometric optics, and the resulting
opacity is large; typical values are 

F

⇠ 10

3 cm2 g�1, depend-
ing on the stellar spectrum and the grain size distribution (Wolfire
& Cassinelli 1986). The corresponding distance r

s

at which grains
of radius a and sublimation temperature T

s

can survive around a
source of luminosity L is given implicitly by the condition of en-
ergy balance between absorption and emission at temperature T

s

:

L

4⇡r

2

s

⇡a

2

= 4⇡a

2

�

SB

T

4

s

hQi , (1)

where hQi is the grain absorption efficiency averaged over a Planck
function at temperature T

s

. Thus the dust sublimation radius is

r

s

=

s

L

16⇡ hQi�
SB

T

4

s

= 780L

1/2

6

Q

�1/2
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AU, (2)

where L

6

= L/10

6

L�, Q�2

= hQi /0.01, and T

s,3

= T

s

/1000

K; typical values for interstellar grains are Q�2

⇡ 1, T
s,3

⇡ 1.5.
The high opacity of grains to starlight photons guarantees that al-
most all of the stellar photons are absorbed within a shell of width
` ⇠ (

F

⇢)

�1 ⇠ 3 ⇥ 10

�3



�1

F,3

n

�1

10

AU, where 

F,3

= 

F

/10

3

cm2 g�1 and n

10

is the gas number density in units of 1010 cm�3.
This thin absorption region, which has ` ⌧ r

s

, is the second zone.
After the photons are absorbed, they are re-emitted in the in-

frared. Because the grains are much smaller than the characteris-
tic wavelength for blackbody emission at temperature T

s

, the flux-
mean opacity for the re-emitted photons is much smaller, 

F

. 10

cm2 g�1. Thus while the region within which the stellar photons
is absorbed is of optical depth ⌧⇤ ⇠ 1 to those photons, it is com-
pletely transparent, ⌧

IR

⇠ 0.01, to the re-emitted IR photons. How-
ever, because there is generally a large column of material outside
the absorption region, the IR photons generally do not immediately
escape to infinity. Instead, they escape the absorption region but
then must diffuse outward through the remainder of the dusty ac-
cretion flow, experiencing repeated absorptions and re-emissions

that shift them to ever-lower frequencies and result in lower flux-
mean opacities, until they finally escape. The flux-mean opacity
in this diffusion region is a complex function of temperature, gov-
erned by temperature-dependent sublimation and condensation of
different grain species, but it can be roughly approximated as (Se-
menov et al. 2003)



IR

⇡ 

IR,0

8

<

:

(T/T

0

)

2

, T < T

0

1, T

0

6 T < T

s

0, T

s

6 T

(3)

where T is the radiation temperature, 
IR,0

⇡ 7 cm2 g�1, T
0

⇡
150 K. The radiation temperature is similarly a complex function
of opacity, which for full accuracy must be obtained numerically.
However, it can reasonably be approximated as a powerlaw in ra-
dius (e.g., Wolfire & Cassinelli 1986; Chakrabarti & McKee 2005,
2008),

T ⇡ �T

s

✓

r

r

s

◆�kT

(4)

where k

T

⇡ 0.5 and � ⇡ 0.3.

2.2 Kinematic structure

Next let us consider the kinematic structure of the flow, which is de-
termined by the balance between gravitational and radiative forces;
since dusty accretion flows near point sources are generally highly
supersonic, we can neglect pressure forces. The gravitational force
per unit mass is simply G(M⇤ + M

r

)/r

2, where M⇤ is the mass
of the central source and M

r

is the gas mass interior to radius r.
For the purpose of calculating the radiation force, I assume that
the dust temperature obeys equation 4. The luminosity L passing
through any given radius is constant, and can be divided up into a
direct starlight component of luminosity L⇤ and a dust-processed
infrared component of luminosity L

IR

= L� L⇤; the opacities of
the material to these two components are

⇤ =

⇢

⇤,0, T < T

s

0, T > T

s

. (5)

and 

IR

(equation 3), respectively. Combining these considera-
tions, we can write the full equation of motion for a fluid element
at radius r as
dv

dt

= �G(M⇤ +M

r

)

r

2

+

L

4⇡r

2

c

⇥

⇤e
�⌧⇤

+ 

IR

�

1� e

�⌧⇤
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(6)
where dv/dt is the Lagrangian derivative of the velocity,

M

r

=

Z

r

0

4⇡r

02
⇢ dr

0 (7)

⌧⇤ =

Z

r

rs

⇤⇢ dr
0 (8)

are the mass interior to radius r and the optical depth to starlight
photons at radius r respectively, and ⇢ is the gas density. Note that


IR

and ⇤ are both functions of temperature and thus of position.
In equation 6, the first term inside the square brackets represents
the force exerted by the direct starlight field, carrying a luminosity
L⇤ = Le

�⌧⇤ , while the second represents the force exerted by the
reprocessed infrared radiation field, carrying a luminosity L

IR

=

L(1� e

�⌧⇤
).

It is convenient to non-dimensionalise this equation via the
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MASSIVE STARS: THE UPPER LIMIT

RADIATION FORCES: GENERAL CONSIDERATIONS

▸ Most massive stars have L/M ≈ 104 L⨀/M⨀, corresponding 
to Σcrit ≈ 0.8 g cm−2; thus direct radiation pressure cannot 
set a mass limit in cores of higher Σ 

▸ In IR-dominated region, Eddington ratio is for isotropic 
radiation flux is fEdd = κIRL / 4𝛑GMc ≈ 8 (κIR/10 cm2 g−1) 

▸ Thus accretion is possible only if some mechanism makes 
the radiation flux anisotropic



MASSIVE STARS: THE UPPER LIMIT

BEATING THE RADIATION PRESSURE LIMIT

▸ Many mechanisms available to make flux anisotropic 
▸ Disk collimation (Yorke & Sonnhalter+ 2002; Kuiper+ 2011, 2012, …) 
▸ Radiation RT instability (Krumholz+ 2009; Rosen+ 2016) 
▸ Turbulence in the core + filamentary accretion (Rosen+ 2016) 
▸ Protostellar jet cavities (Krumholz+ 2005, Cunningham+ 2011, Kuiper+ 2015, 2016) 

▸ Bottom line: all evidence suggests that the radiation 
pressure barrier is at most a minor nuisance to massive star 
formation



RADIATION PRESSURE SIMULATION Rosen+ 2016



MASSIVE STARS: THE UPPER LIMIT

OTHER POSSIBLE MECHANISMS

▸ Disk photoevaporation: once 
outflow removes core, ionizing 
photons evaporate accretion disk 
(e.g., Hosokawa+ 2010, Tanaka+ 2018) 
▸ Only works at low Z, when dust 

shielding is weak 

▸ Another possibility that has yet to 
be explored: instabilities in very 
massive stars that cause mass loss 
on the accretion time scale

2 Tanaka, Tan, Zhang, & Hosokawa

Figure 1. Overview of the evolutionary stages of massive star formation in our model, which is based on the Core Accretion paradigm.
(a): The initial prestellar cloud core is spherical and close to virial equilibrium. The structure is characterized by three main parameters:
core mass, Mc; mass surface density of ambient clump, Σcl; and the ratio of core’s initial rotational to gravitational energy βc (McKee
& Tan 2003). Here we assume metallicity, Z, may alter feedback effects, but not core structure and accretion properties. (b): In the
main accretion phase, the infalling envelope accretes onto the central protostar through the disk. The outflow cavity is opened up by the
momentum of an MHD disk wind, with later contributions from radiation pressure, leading to reduction of the solid angle of the region
that is able to infall. Additionally, mass loss by the MHD disk wind and photoevaporation reduces the accretion rate onto the star. (c):
When infall from the envelope is finished, the disk starts to dissipate by mass accretion onto the star and mass loss caused by the MHD
disk wind and photoevaporation. The stellar birth mass, in the approximate limit of formation of a single dominant star, is set when the
remnant disk has finally dissipated.

more general remaining question about the quantitative
effects of feedback mechanisms in setting star formation
efficiencies from gas cores, potentially shaping the stellar
IMF and its variation with metallicity.
In the formation of primordial (Pop III) stars, i.e.,

the limit of zero metallicity, radiation pressure is not
expected to be significant because there are no dust
grains. Instead of radiation pressure, photoevaporation
is thought to be a critical feedback process for setting
the mass of Pop III stars. As a massive primordial pro-
tostar approaches the Zero-Age Main-Sequence (ZAMS),
it starts to emit vast amounts of Lyman continuum pho-
tons, i.e., with > 13.6 eV that would ionize infalling and
accreting material. The thermal pressure of such ion-
ized gas with ! 104 K drives a photoevaporative flow
(Hollenbach et al. 1994), which staunches mass accretion
at stellar masses of ∼ 50–100M⊙ (McKee & Tan 2008;
Hosokawa et al. 2011; Tanaka et al. 2013, 2017b). Pho-
toevaporation may also be important in the formation
of massive stars in non-zero metallicity environments.
Recently, Nakatani et al. (2017) performed radiative hy-
drodynamical simulations showing the metallicity depen-
dence of the photoevaporation rate. However, their focus
is on the dissipation of protoplanetary disks around low-
mass protostars with 0.5M⊙. Although there are some
similarities, their model is not applicable to our study
because the luminosity and the spectrum are quite dif-
ferent between low- and high-mass stars. It is still uncer-
tain how photoevaporation feedback during massive star
formation depends on metallicity.
Non-radiative feedback, namely magneto-centifugally-

driven outflows, may also be important. In the mass
range lower than 10 M⊙ and in local Milky Way envi-
ronments, the observed core mass function (CMF) is re-
ported to be similar in shape to the stellar IMF, but with
a shift to higher masses by a factor of a few (e.g., André
et al. 2010; Könyves et al. 2010). One promising expla-
nation for this is that SFEs from prestellar cores may
be ∼ 0.4 for both low- and intermediate-mass star for-

mation. Theoretical and numerical studies of low-mass
star formation proposed this SFE value is set by outflow
feedback that is driven by the momentum of a magne-
tohydrodynamic (MHD) disk wind (Matzner & McKee
2000; Machida & Matsumoto 2012; Zhang & Tan 2015;
Offner & Chaban 2017). In the formation of massive
stars, on the other hand, theoretical studies have paid
most attention to radiative feedback because of their
enormous luminosities. However, observations suggest
that the structures of the outflows around low- and high-
mass protostars are similar (e.g., Qiu et al. 2009; Zhang
et al. 2013a; De Buizer et al. 2017; Hirota et al. 2017;
McLeod et al. 2018). The models of Zhang et al. (2013b,
2014); Zhang & Tan (2018) have considered the forma-
tion of massive stars from cores with the only feedback
effect included being that due to MHD outflows. Scal-
ing up the assumptions of the model of Matzner & Mc-
Kee (2000), they find similar SFEs from massive cores of
∼ 0.5. Matsushita et al. (2017) recently performed MHD
simulations of the collapse of massive magnetized cloud
cores, ignoring radiative feedback. They showed that an
MHD outflow is launched in a similar way to the case of
low-mass star formation, but is more powerful due to the
higher accretion rate and deeper gravitational potential.
Hence MHD outflow feedback is expected to also play an
important role in massive star formation.
In reality, massive stars are formed under the influ-

ence of all of these feedback processes. Paper I studied
the impact of multiple feedback processes in massive star
formation using semi-analytic methods and found that
MHD disk wind feedback is more important compared
to radiative feedback. In this sense and under the as-
sumptions of the modeling via Core Accretion (McKee
& Tan 2003) the formation of massive stars is similar
to those of low-mass stars. However, in Paper I, we
focused mainly on present-day massive star formation
assuming solar metallicity. In this paper, to investigate
how the formation processes of massive stars change with
galactic environment and over cosmic history, we extend
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Figure 2. Accretion histories as functions of protostellar mass, m∗, (left) and time, t, (right) for stars forming from cores with initial masses
of Mc = 1000 M⊙ and embedded in clump environments with Σcl = 1 g cm−2. Results for metallicities logZ/Z⊙ = −5, −4, −3, −2, −1,
and , 0 are shown as labelled. In each line, the solid part represents the main accretion phase and the dashed part is the disk dissipation
phase (the gray vertical line in the right panel indicates the transition time). The black dotted lines show the no feedback case for reference.
The accretion rate is lower at lower metallicity due to stronger total feedback.

Figure 3. Mass-loss rates by outflow sweeping (orange solid lines) and by photoevaporation (blue solid lines) during the main-accretion
phase at Z = Z⊙ (left panel) and at 10−5 Z⊙ (right panel) from the same initial core with Mc = 1000 M⊙ and Σcl = 1 g cm−2. The
black dashed lines represent the accretion rates. Outflow sweeping is the dominant feedback at Z⊙, while photoevaporation becomes more
significant at 10−5 Z⊙.

In the spherical limit at solar metallicity, the infalling
envelope is optically thick not only for the direct stellar
radiation but also to the infrared radiation re-emitted
from dust grains. Then, the trapping factor is larger
than unity, i.e., ftrap ≃ τIR ≫ 1 (Thompson et al. 2005),
boosting the contribution of radiation pressure feedback.
However, in non-spherical accretion, this radiation pres-
sure by dust re-emission is reduced significantly by the
pre-existing MHD outflow cavity (Krumholz et al. 2005;
Kuiper et al. 2015, 2016). Therefore, in our models, the
effect of dust re-emission is ignored and only direct stel-
lar radiation absorbed by dust grains is considered. In
Paper I, we assumed the envelope is optically thick to
the stellar radiation and ftrap = 1 because we were in-
terested in the solar metallicity case. To treat the low

metallicity case properly, we modify ftrap as

ftrap=1− exp (−τenv) , (8)

τenv=κ∗accΣenv = κ∗acc

∫ Rc

rsub

ρenvdr, (9)

where τenv is the optical depth of the infalling envelope
to the direct stellar radiation, κ∗acc is the Planck mean
opacity at the stellar effective temperature of T∗acc

†, ρenv
is the envelope density, and Σenv is the mass surface
density of the envelope from the dust sublimation front,
rsub, to the core radius, Rc. The envelope density is
evaluated from the self-similar solution by McLaughlin

† We use the subscript of “∗acc” to indicate that we take into
account both contributions from the accretion powered radiation
and the intrinsic radiation, summed together as the effective total
stellar radiation.

Tanaka+ 2018
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CONCLUSIONS

CLOSING THOUGHT

▸ For both massive stars and massive clusters, the key 
question is feedback: balance of mass in and mass out 

▸ Observations seem to demand that feedback keeps ε★ and 
εff small at the scale of star clusters (e.g., in gas traced by 
HCN) but does not prevent formation of massive stars 

▸ What are the key differences in scale: surface density 
(clusters have lower Σ), environment (external influence 
gets less important on smaller scales), something else?


